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 ABSTRACT 
The consequences of publication bias in meta-analysis pose significant risks, 

potentially leading to erroneous conclusions within the meta-analytic 

framework. The objective of this article was to explore the methodologies for 

identifying publication bias and approaches for mitigating its effects. The 

techniques employed to detect publication bias can generally be distinguished 

into two major categories: graphical and statistical methodologies. Graphical 

approaches utilize techniques such as funnel plots and meta-plots, which 

visually depict the distribution of effect sizes and standard errors across studies. 

Statistical methods encompass various computations, including Fail-Safe N, 

rank correlation, Egger regression, tests for excess significance (TES), and 

selection models tailored for evaluating publication bias through quantitative 

analyses. The combination of these methods is recommended for a more 

comprehensive assessment, rather than relying on individual approaches. 

Methods for addressing publication bias include the trim and fill (T&F) method, 

Publication Error and True Effect Size Estimation (PET-PEESE) method, and the 

Weight-Function Model, each offering unique strategies for adjusting effect size 

estimates. The selection of these methods should consider the specific 

characteristics of the meta-analysis under consideration, ensuring the most 

appropriate approach is employed. Publication bias poses a significant risk in 

the field of meta-analysis, and selecting methods for its identification and 

mitigation requires comprehensive consideration. 
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INTRODUCTION 

Meta-analysis serves as a quantitative and formal epidemiological research design aimed at systematically 

evaluating prior studies to draw conclusions regarding the collective body of research.1 Over the past decade, 

meta-analysis has undergone numerous advancements, including improvements in methodology, 

addressing bias both within individual studies and across multiple studies, extension of concepts to complex 

evidence synthesis, adoption of Bayesian methods, enhancement of transparency and reporting, and the 

emergence of network meta-analysis.2 It is anticipated that in the future, meta-analysis studies will increase 

both in quantity and quality. The convenience of conducting meta-analysis extends to data acquisition, 

which can be accomplished through straightforward browsing without the necessity for fieldwork. In the 

future, formulating high-quality evidence is expected to become even easier due to the support provided by 

meta-analysis studies. However, meta-analysis encounters challenges such as identifying relevant studies, 

poor reporting, handling heterogeneity,3 methodological complexities, language bias, and publication bias.4 

Among these factors, publication bias poses a notable challenge, demanding additional efforts for resolution. 

 

Publication bias in meta-analysis refers to the systematic distortion of research findings resulting from the 

selective publication of studies with statistically significant results, while often excluding those with non-

significant or null findings. This phenomenon introduces a skew in the representation of research outcomes, 

leading to an overestimation of effect sizes and potentially suggesting the presence of effects that may not 

truly exist. Such bias poses a significant threat to the validity and generalizability of conclusions drawn from 
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meta-analyses, as it distorts the overall picture of the underlying population of studies.4 This issue is 

particularly concerning as it undermines the reliability of data interpretations, even when seemingly positive 

conclusions are drawn. Failure to address publication bias in meta-analysis can lead to significant 

consequences, potentially culminating in inaccurate conclusions and misguided decision-making founded 

on flawed evidence. Therefore, it is imperative for researchers to be cognizant of methods for identifying 

and mitigating publication bias in meta-analysis. This article aimed to provide an in-depth exploration of 

these methods to equip researchers with the tools necessary to tackle this challenge effectively and ensure 

the integrity of meta-analytic findings. 

 

SOURCES OF PUBLICATION BIAS IN META-ANALYSIS 

In the context of meta-analysis, publication bias emerges as a consequence of inconsistencies in data 

presentation, which may incline towards either positive or negative skewness. This phenomenon can be 

triggered by a multitude of factors, whether intentional or unintentional. Intentional factors include selective 

reporting, outcomes arising from selective reporting, editorial bias, and selective publication.5 Selective 

reporting, the notion that solely statistically significant outcomes warrant attention and subsequent 

publication, emerges as the primary catalyst of publication bias. This practice proliferates as researchers 

strive for funding acquisition and reputation enhancement, with the dissemination of null findings often 

viewed as unfavorable. In the context of meta-analysis, where studies accumulate, this bias is exacerbated. 

Consequently, while the underlying risk persists, its impact is potentially amplified.6 

 

Another cause of publication bias is outcome reporting bias, where researchers selectively report or alter 

specific outcomes or analyses in a study that yield statistically significant results.5 Additionally, editorial bias 

also plays a role, as journal editors or reviewers may exhibit bias towards statistically significant findings 

due to pressure to publish "novel" and "exciting" research, expecting these papers to attract a larger 

readership and make a greater impact on the scientific community. However, this selective publication can 

distort the overall findings of a meta-analysis, resulting in an overrepresentation of positive results and 

potentially biased conclusions.6 

 

STRATEGIES FOR RECOGNIZING PUBLICATION BIAS IN META-ANALYSIS 

There are various methodologies available for determining the potential presence of publication bias in meta-

analytical investigations. These methodologies can be broadly classified into two categories: graphical and 

statistical methods. Graphical approaches employ techniques such as funnel plots and meta-plots, while 

statistical methods encompass computations such as Fail-Safe N, rank correlation, Egger regression, tests for 

excess significance (TES), and selection models specifically designed for evaluating publication bias (Table 

1). 

 

Funnel plot 

Publication bias can be evaluated using a funnel plot, which assesses whether the distribution of studies 

resembles the shape of an inverted funnel. Funnel plots are constructed as scatterplots, with each study's 

effect size plotted on the x-axis against its standard error on the y-axis.7 In the absence of publication bias, 

the data points form a symmetrical upside-down funnel, with smaller studies positioned at the top and larger 

studies at the bottom, indicating an even distribution of effect sizes. However, in the presence of publication 

bias, the points may exhibit skewness. For instance, some studies may be absent from the left bottom corner 

of the funnel plot, implying suppression of studies with negative observed effect sizes from publication. It's 

essential to note that funnel plots deviating from an inverted funnel shape can also result from factors other 

than publication bias. An asymmetric funnel plot, indicating larger observed effect sizes coupled with larger 

imprecision (i.e., larger standard errors) of studies, may suggest small-study effects attributable to 

publication bias or other factors like heterogeneity in true effect size. In this context, publication bias may 

occur unintentionally. Given the common occurrence of heterogeneity in meta-analyses, caution is 

warranted in concluding the presence of publication bias solely based on visual inspection of a funnel plot.8 

 

Funnel plots possess several merits. They serve primarily as visual aids for the identification of publication 

bias or systematic heterogeneity in meta-analyses. The construction and interpretation of funnel plots are 

straightforward, necessitating only basic statistical software proficiency and graphical comprehension. They 
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are applicable to various effect sizes and outcome measures, provided they are standardized and comparable 

across studies.9 Additionally, funnel plots may be complemented by statistical tests and methodologies to 

address publication bias, such as the trim-and-fill technique, Egger's test, or contour-enhanced funnel plot. 

A rudimentary triangular region can be delineated, within which 95% of studies would be anticipated to 

reside in the absence of both biases and heterogeneity. Furthermore, funnel plots can facilitate the 

identification of studies within distinct subgroups, utilizing disparate plotting symbols for each subgroup.10 

 

Nevertheless, funnel plots exhibit certain drawbacks, including interpretational subjectivity, susceptibility 

to the selection of precision or sample size metrics, and diminished reliability in instances where the number 

of studies is limited. Meta-analysts are advised to approach the interpretation of funnel plots with caution 

due to their potential for misinterpretation.11 Studies have shown that only 52.5% of funnel plots effectively 

identify publication bias within a diverse and extensive sample. Furthermore, adjustments made to the 

precision of studies along the y-axis can significantly alter the overall shape and structure of the funnel plot.12 

In response to these limitations, innovative methodologies such as the contour-enhanced funnel plot have 

been introduced to improve accuracy in detecting publication bias. However, it is essential to recognize the 

subjective nature of individuals' interpretations of symmetry, as this can introduce further complexity and 

potential for misinterpretation.10 Therefore, meta-analysts are encouraged to adopt a comprehensive 

approach that considers these multifaceted factors when utilizing funnel plots in their analytical 

assessments. 

 

Meta-plot 

The meta-plot constitutes a graphical instrument employed in meta-analytical investigations to visually 

elucidate and interpret findings, elucidating details concerning primary studies and the overarching meta-

analysis. It delineates aspects such as precision, statistical robustness, estimates, and confidence intervals 

pertaining to random-effects meta-analyses, in addition to portraying cumulative outcomes and indicators 

of potential publication bias. Diverging from conventional forest plots, which predominantly spotlight 

observed effects, confidence intervals, and study weights, meta-plots offer a more exhaustive portrayal of 

meta-analytical results.13 Furthermore, the meta-plot functions as a tool for scrutinizing small study effects 

and publication bias, presenting an evolution beyond conventional funnel plot methodologies.14 Originating 

from the conceptualization by Poorolajal et al. in 2010,15 the meta-plot facilitates the identification of potential 

publication bias, with asymmetry or skewness in data points suggestive of its presence.16 

 

Meta-plot offers several advantages. It provides a holistic perspective of the primary studies encompassed 

within the meta-analysis, presenting their effect sizes, confidence intervals, and weights. This enables the 

evaluation of the precision of primary studies, crucial for gauging the reliability of meta-analysis outcomes. 

Moreover, meta-plot aids in identifying potential publication bias by illustrating the distribution of studies 

and their effect sizes. It also furnishes insights into the cumulative results of the meta-analysis, facilitating a 

more thorough comprehension of the overall impact of the independent variable on the outcome.13 

Comparisons with forest plots, a more prevalent visualization tool for meta-analysis, allow for a more 

comprehensive understanding of results.16 Ultimately, meta-plot enhances the interpretation of meta-

analysis findings by furnishing a detailed and comprehensive portrayal of the data.13 

 

Meta-plot presents several limitations. It is not as widely utilized as alternative visualization tools, such as 

forest plots, potentially leading to unfamiliarity among researchers. Its interpretation complexity relative to 

other tools, like forest plots, may impede accessibility for certain researchers. Moreover, the availability and 

user-friendliness of software for creating meta-plots may not match those of other visualization tools, thus 

restricting their application.13 Furthermore, meta-plots may not offer additional benefits compared to 

alternative visualization tools, such as forest plots, in effectively conveying meta-analytic findings.15 Despite 

these constraints, meta-plot remains a valuable instrument for comprehending meta-analysis results, 

particularly with regard to primary studies and the assessment of precision and publication bias.16 

 

Fail-safe N 

Fail-safe N, initially introduced by Rosenthal in 1979, serves as a pivotal metric in meta-analysis for assessing 

potential publication bias.17,18 It is determined by the number of additional 'negative' studies needed to raise 
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the meta-analysis's P value above 0.05. Its computation heavily relies on the assumed mean intervention 

effect for unpublished studies, resulting in widely varied estimates.19,20 Criticisms have been levied against 

its emphasis on P values over the magnitude of intervention effects and associated confidence intervals. 

Despite its widespread adoption, the utility of fail-safe N has come under scrutiny, leading to its exclusion 

from Cochrane reviews.21,22 Computed by summing z-scores and dividing by the study count, fail-safe N 

often yields substantial values, even with seemingly minor effect sizes, and is susceptible to distortion by 

publication bias, potentially inflating effect size estimates. While not a direct measure of publication bias, 

fail-safe N offers insights into the tolerance for null results in meta-analyses.17 

 

Fail-safe N exhibits several merits within the context of meta-analysis. It furnishes an approximation of the 

requisite number of studies showcasing zero effect sizes essential for modifying result significance to non-

significant, thereby assisting in the scrutiny of result robustness.21 Additionally, this statistical metric 

computes the quantity of supplementary 'negative' studies, characterized by zero intervention effects, 

needed for altering result significance, thereby aiding in the evaluation of potential publication bias. 

Moreover, Fail-safe N offers precise mathematical quantification, augmenting the capacity to assess result 

stability within a meta-analytical framework.23 

 

Table 1. The methodologies employed to assess the potential presence of publication bias in meta-analysis. 

Methods Description Recommendations 

Graphical   

Funnel plot A graphical representation illustrating 

the association between effect size and 

precision. 

Small study effects may originate from 

publication bias as well as additional 

contributing factors. 

Meta-plot A graphical depiction presenting the 

outcomes of cumulative meta-analysis, 

where studies are arranged based on 

their precision. 

The meta-plot serves as a tool for 

evaluating small study effects and 

publication bias, representing an 

enhancement over the conventional 

funnel plot method. 

Assessment   

Fail-safe N Determines the quantity of studies 

necessary to render the null hypothesis 

of no meta-analytic effect non-

significant. 

The method is discouraged for use 

primarily because of assumptions such 

as the absence of heterogeneity and the 

presumption that missing studies have 

no impact. 

Funnel plot 

asymmetry test 

Rank correlation and the Egger 

regression test are employed to identify 

small study effects within funnel plots. 

The tests aim to detect small-study 

effects rather than publication bias. It is 

recommended that these methods be 

applied when there are a minimum of 

10 studies included in the meta-

analysis. 

TES The test assesses whether a higher 

number of statistically significant 

studies is observed compared to what 

would be expected based on their 

statistical power. 

The method is not recommended for 

application in scenarios involving 

heterogeneity and is acknowledged to 

be conservative. 

The p-uniform 

test 

The p-uniform and weight function 

model assess the distinction between 

models that are corrected and those that 

are not corrected for publication bias. 

The p-uniform test exhibits 

conservative behavior when the true 

effect size is substantial. The 

characteristics of the weight-function 

model test are presently undetermined. 

Note, TES, Test of excess significance.  

 

Fail-safe N presents several limitations that warrant consideration. Firstly, it presupposes that the absent 

studies' outcomes conform to the null hypothesis, a presumption that may not universally hold true. 
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Moreover, while Fail-safe N adeptly estimates the threshold for null outcomes, its primary function isn't 

geared towards detecting bias within meta-analytic frameworks.18 Additionally, as additional significant 

findings accumulate, Fail-safe N tends to inflate, even in cases where studies exhibit marginal significance, 

potentially yielding inflated values that don't conclusively signify the absence of bias.23 These constraints 

underscore the necessity of employing Fail-safe N judiciously and in conjunction with complementary 

methodologies to mitigate their impact on meta-analytic outcomes. 

 

Egger's test 

Egger's test, initially proposed by Egger et al. in 1997, constitutes a pivotal statistical tool within meta-

analytical frameworks, designed to evaluate potential publication bias via the assessment of funnel plot 

asymmetry.24 This methodological approach involves conducting a linear regression analysis wherein 

intervention effect estimates are regressed against their corresponding standard errors, weighted 

proportionally by their inverse variance. While predominantly employed in meta-analyses dealing with 

continuous outcome measures, its utility has been extensively scrutinized concerning studies involving 

binary outcomes. In the absence of publication bias, the expected regression intercept ideally converges to 

zero, indicating a balanced distribution within the funnel plot.4 However, critical appraisals have surfaced 

regarding its statistical power and susceptibility to type I errors, particularly in scenarios characterized by 

significant discrepancies in study sizes or pronounced treatment effects.25 The interpretation of Egger's test 

hinges upon the examination of the regression intercept (β^0), whereby a statistically significant deviation 

from zero signifies the presence of asymmetry in the funnel plot, potentially indicative of publication bias. 

Furthermore, a substantial intercept magnitude implies an anticipated z-score under conditions of null 

precision, suggestive of asymmetrical funnel plots attributed to the inclusion of small-scale studies exhibiting 

disproportionately elevated effect sizes.4 

 

The Egger test possesses several merits. It is widely utilized in meta-analysis to evaluate potential publication 

bias by scrutinizing the asymmetry of funnel plots, aiding in the detection of potential bias stemming from 

small studies with notably high effect sizes. This statistical procedure relies on a linear regression model 

where intervention effect estimates are regressed against their standard errors, with weights derived from 

their inverse variance. Such methodology facilitates a more accessible interpretation of findings compared 

to alternative approaches.4 Notably, the Egger test demonstrates applicability to both continuous and binary 

outcome measures, rendering it a versatile instrument within the realm of meta-analysis.26 

 

The Egger test exhibits several drawbacks. It has been subject to criticism due to its diminished statistical 

power, notably in instances characterized by significant dissimilarities in study sizes or notable treatment 

effects.4 Furthermore, its effectiveness in detecting publication bias may be compromised when substantial 

heterogeneity exists in effect estimates across studies. In such contexts, visual inspection of funnel plots may 

offer a more effective means of identifying publication bias, particularly in cases of pronounced 

heterogeneity. Importantly, it is advisable to employ the Egger test in conjunction with other methodologies, 

such as visual examination of funnel plots and alternative statistical tests for publication bias, to ensure a 

comprehensive assessment of potential biases in meta-analytical investigations.10 

 

Begg and Mazumdar test 

The classic manifestation of publication bias is exemplified through the funnel plot, where larger studies 

tend to be incorporated into analyses regardless of their treatment effects, while smaller studies are more 

likely to be included when they exhibit comparatively substantial treatment effects. Consequently, an inverse 

correlation between study size and effect size emerges under such circumstances.7 Begg and Mazumdar 

proposed utilizing this correlation as a means to test for publication bias, introducing their test in 1994. 

Specifically, they advocate computing the rank-order correlation (Kendall's tau b) between treatment effect 

and standard error, predominantly influenced by sample size.27 However, this method is subject to 

limitations. While a significant correlation suggests the presence of bias, it does not directly address its 

implications. Conversely, a non-significant correlation may result from low statistical power and does not 

conclusively indicate the absence of bias. Interpretation of the Begg and Mazumdar test hinges upon the 

significance level, where a significant outcome signifies evidence of publication bias in the meta-analysis, as 

the standardized treatment effect correlates with its variance.28 Nonetheless, criticism has been directed at 
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the test regarding its statistical power and susceptibility to false positives, particularly in scenarios involving 

binary outcomes and expressions of intervention effects as odds ratios or relative risks.29 

 

Begg and Mazumdar test presents several advantages. Their test, rooted in a rank correlation between the 

standardized treatment effect and its variance, employs Kendall's tau as the correlation coefficient, 

enhancing its accessibility and interpretability relative to alternative approaches. This methodological 

simplicity facilitates comprehension and application across various contexts.29 Moreover, its versatility 

extends to both continuous and binary outcomes, rendering it a flexible instrument for meta-analysis. Widely 

utilized in the field, the Begg and Mazumdar test has garnered substantial recognition, as evidenced by its 

significant citation count in databases such as Web of Science, affirming its utility in discerning publication 

bias within meta-analytical investigations.28 

 

Begg and Mazumdar test exhibits several limitations. Critiques have been directed towards the test for its 

diminished statistical power, particularly evident when there exists a significant imbalance in study sizes or 

substantial treatment effects.28 Additionally, concerns have been raised regarding its potential for yielding 

false positives, notably in instances involving binary outcomes where the intervention effect is expressed as 

an odds ratio or relative risk. The test's foundation lies in a rank correlation between the standardized 

treatment effect and its variance, employing Kendall's tau as the correlation coefficient. However, this 

approach may not consistently provide an accurate depiction of the relationship between variables, with 

alternative correlation measures potentially proving more suitable in certain contexts. It is essential to 

recognize that the Begg and Mazumdar test should be utilized in conjunction with supplementary 

methodologies, such as visual scrutiny of funnel plots and alternative statistical tests for publication bias, to 

furnish a more comprehensive assessment of the dataset under analysis.29 

 

Test of Excess Significance 

TES serves as a statistical tool within meta-analysis, aiming to discern the presence of publication bias by 

scrutinizing whether there exists an overabundance of statistically significant findings compared to what 

would be anticipated under the null hypothesis of no effect. This exploratory test evaluates the prevalence 

of studies yielding statistically significant results and contrasts it with the anticipated number derived from 

the null hypothesis. Introduced in 2007 by Ioannidis and Trikalinos, the TES offers insight into potential 

biases within meta-analytical studies.30 Interpretation of TES results involves assessing the significance level 

of the test. A significant outcome suggests an overrepresentation of significant studies in the meta-analysis, 

potentially indicative of publication bias, selective analyses, or other biases. The versatility of the test extends 

to both continuous and binary outcomes, rendering it applicable across various research domains. 

Particularly in fields susceptible to publication bias, such as clinical trials, the TES may serve as a valuable 

analytical tool.31 

 

The TES presents several strengths. Functioning as an exploratory test, it scrutinizes whether there is an 

apparent surplus of formally significant findings within published literature, facilitating the identification 

of potential biases stemming from the pursuit of nominal statistical significance. Furthermore, the TES 

exhibits versatility by being adaptable to meta-analyses encompassing both continuous and binary 

outcomes, thereby establishing itself as a versatile tool for evaluating publication bias.30 Although the TES 

may demonstrate limited power when employed in single meta-analyses featuring a restricted number of 

studies, its effectiveness can be augmented when applied across multiple meta-analyses that share common 

characteristics. This collective approach enhances the TES's sensitivity to detect biases, thereby enhancing its 

utility in meta-analytical research endeavors.31 

 

The TES exhibits several limitations. Notably, it may possess low power to detect bias in single meta-analyses 

characterized by a limited number of studies.31 Additionally, the test relies on certain assumptions regarding 

plausible effect size, potential miscalculations of p values within original datasets, and power 

miscalculations, all of which can potentially influence its outcomes.32 Given its exploratory nature, the TES 

may also be susceptible to dependence on prior assumptions, necessitating cautious application. It is 

imperative to underscore that the TES should be employed alongside other methodologies, such as visual 
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examination of funnel plots and alternative statistical tests for publication bias, to furnish a more 

comprehensive assessment of the dataset under scrutiny.30 

 

The p-uniform test 

The p-uniform method, devised by van Assen et al.33 and Simonsohn et al.,34 represents a meta-analytical 

approach developed to address the challenge of publication bias. This methodological strategy hinges on the 

assumption that p-values distribute uniformly around the true effect size.33,34 In circumstances where 

publication bias is present, statistically nonsignificant effect sizes may not all be published. Thus, the p-

uniform method excludes nonsignificant effect sizes and calculates conditional p-values assuming uniform 

distribution centered on the meta-analytic effect size estimate.35 Interpretation of the p-uniform method 

entails examining the distribution of conditional p-values at the meta-analytic effect size estimate, with 

deviations from uniformity indicating potential publication bias. This analytical framework offers insight 

into the reliability of meta-analytical outcomes in the presence of publication bias.36 

 

The p-uniform test exhibits several strengths. It yields more accurate estimations relative to traditional meta-

analytical techniques in instances where p-hacking has not been practiced.35 Its applicability spans across 

meta-analyses involving continuous and binary outcomes, underscoring its versatility as a tool for 

discerning publication bias within various research contexts. Furthermore, the p-uniform method 

incorporates a structured assessment for publication bias and possesses the capacity to compute corrected 

meta-analytical effect sizes. These features highlight its efficacy as a rigorous and comprehensive approach 

for conducting meta-analytical inquiries.37 

 

The p-uniform test exhibits certain limitations. It is predicated on the assumption of homogeneity in the true 

effect size, a premise that may not universally apply in all meta-analytical contexts.36 Furthermore, both the 

p-uniform and p-curve methodologies have the potential to produce unrealistic negative estimates or 

inaccuracies in meta-analytical outcomes, particularly in situations marked by p-hacking or significant 

heterogeneity. Moreover, the p-uniform test may not always effectively address instances of p-hacking, 

leading to potential inaccuracies in effect size estimates. These constraints underscore the necessity for 

cautious interpretation and supplementation with complementary methodologies when employing the p-

uniform test in meta-analytical research endeavors.35 It is crucial to approach the implementation of the p-

uniform test judiciously, considering its potential limitations and employing it alongside complementary 

methods for a comprehensive analysis. Furthermore, the test should be used in conjunction with visual 

inspection of funnel plots and other statistical tools aimed at detecting publication bias. These precautions 

are essential to ensure a robust and accurate assessment of the data. 

 

MANAGING PUBLICATION BIAS IN META-ANALYSIS 

Publication bias in meta-analysis is a concerning issue that requires concrete measures for mitigation. 

Numerous methods are available to address this problem, among which the most commonly utilized ones 

include the trim and fill (T&F) method, Publication Error and True Effect Size Estimation (PET-PEESE) 

method, and the Weight-Function Model. These approaches offer distinct strategies for adjusting effect size 

estimates and improving the accuracy and reliability of meta-analytical outcomes. 

 

Trim and Fill 

The "trim-and-fill" method, also referred to as the "Trim and Fill" (T&F) method, serves as a statistical tool in 

meta-analysis for assessing the influence of publication bias on the final inference. Introduced by Duval and 

Tweedie in 2000, this approach aims to detect and rectify funnel plot asymmetry resulting from publication 

bias. The method operates by first "trimming" smaller studies responsible for funnel plot asymmetry, 

utilizing the trimmed funnel plot to estimate the true "centre" of the funnel, and subsequently replacing the 

omitted studies and their missing "counterparts" around this centre (filling).38 By performing a meta-analysis 

inclusive of the filled studies, the T&F method furnishes an estimate of the number of absent studies and 

derives an adjusted intervention effect. Remarkably, this method does not rely on assumptions about the 

underlying mechanism of publication bias and provides an estimate of missing studies. However, it is 

predicated on the assumption of a symmetric funnel plot, with no guarantee that the adjusted intervention 

effect aligns with what would have been observed in the absence of publication bias.39 
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The T&F method exhibits several strengths. Widely adopted as a prominent technique, the T&F method is 

commonly employed to assess the influence of publication bias on the outcomes of meta-analyses. Its utility 

extends to adjusting for publication bias by estimating the quantity of absent studies and deriving an 

adjusted intervention effect.39 Additionally, the T&F method demonstrates versatility in its application to 

meta-regression analyses, where it can estimate the number of missing studies utilizing different models, 

such as common effect or random effects models. This versatility enhances its applicability across various 

research contexts within the realm of meta-analytical investigations.40 

 

The T&F method exhibits several limitations. The method's efficacy hinges on the assumption of a symmetric 

funnel plot, which may not always hold true, as funnel plot asymmetry can stem from factors beyond 

publication bias, such as heterogeneity or measurement error.39 Moreover, the T&F method tends to perform 

inadequately in the presence of substantial between-study heterogeneity, and its estimations and inferences 

rely on a dataset containing imputed intervention effect estimates, potentially introducing inappropriate 

information that could reduce uncertainty in the summary intervention effect. Empirical comparisons with 

the Copas selection model indicate that the T&F method tends to yield overly conservative inferences in 

practical applications. Therefore, it is imperative to utilize the T&F method cautiously and in conjunction 

with other methodologies, including visual inspection of the funnel plot and additional statistical tests for 

publication bias, to ensure a comprehensive evaluation of the data. Additionally, the method should be 

applied judiciously, considering its potential limitations and reservations.40 

 

Publication error and true effect size estimation 

PET-PEESE represents a conditional regression-based meta-analytic approach utilized for evaluating the 

presence of publication bias within meta-analyses. Developed with the objective of estimating the true effect 

size while accounting for potential publication bias, PET-PEESE was originally introduced by Moreno et al. 

in 2006.41 This method operates under the assumption of a homogeneous underlying effect size and is 

specifically designed to discern the association between the effect size and the standard error, often 

indicative of publication bias. However, PET-PEESE has been subject to critique regarding its assumptions, 

performance, and biases, particularly when confronted with heterogeneity within the analyzed data.36 

 

PET-PEESE offers several advantages. Primarily, it is tailored to identify the association between the effect 

size and the standard error, a relationship commonly indicative of publication bias. Additionally, the 

method's versatility allows for its extension to meta-analytic regressions, facilitating the analysis of multiple 

effect sizes nested within samples.42 Furthermore, PET-PEESE can be seamlessly integrated into random-

effects or mixed-effects meta-analytic models, which inherently possess greater robustness to heterogeneity 

compared to fixed-effects models. These attributes collectively enhance PET-PEESE's utility and applicability 

in meta-analytical research, contributing to a more comprehensive understanding of the underlying data.36 

 

PET-PEESE exhibits several drawbacks. Its ability to detect small effects in small meta-analysis samples is 

notably limited, with a power of less than 50%, rendering it less effective in such instances. Moreover, PET-

PEESE's performance deteriorates under high levels of heterogeneity. At extreme heterogeneity levels, 

characterized by h ≤ 50, PET-PEESE has been observed to inflate effect sizes by up to 0.17, contributing to 

type I error inflation.42 Additionally, PET-PEESE may lack accuracy, frequently failing to identify numerous 

true effect sizes, particularly in realistic contexts. Hence, cautious utilization of the PET-PEESE method, 

preferably complemented by other methodologies like visual inspection of funnel plots and additional 

statistical tests for publication bias, is essential to ensure a thorough assessment of the data. Moreover, its 

application should be exercised with care, considering its inherent limitations and reservations.36 

 

The weight-function model 

The weight-function model in meta-analysis is a method utilized to rectify publication bias by allotting 

weights to individual effect size estimates contingent on their standard errors. Particularly advantageous in 

multivariate meta-analysis scenarios involving multiple predictors, this model was initially introduced by 

Iyengar & Greenhouse to depict the likelihood of publication for studies with non-significant findings.43 

Subsequent refinement and assessment of this model were conducted by Silliman, who introduced distinct 
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classes of weight functions tailored to modeling publication bias in meta-analytical contexts.44 Within the 

meta-analysis framework, the weight function delineates the relative probability of a study's publication 

based on its one-sided p-value. In instances where the direction of the effect is discernible, the weight 

function proves efficacious in adjusting for publication bias in the analysis. The weight-function model is 

particularly beneficial for ameliorating publication bias as it enables the adjustment of effect size estimates 

predicated on their precision. This feature is pivotal as it accords greater weight to more precise estimates 

while assigning less weight to those less precise, thus ensuring a more accurate synthesis of evidence in 

meta-analytic investigations.45 

 

The weight-function model exhibits several strengths. Notably, it facilitates the adjustment of effect size 

estimates based on their precision, which is crucial for mitigating publication bias. Moreover, the model's 

adaptability allows for the customization of the weight function's complexity according to the available 

dataset size. In situations with ample data, employing a more intricate weight function is viable, whereas 

simpler functions are preferable for smaller datasets.45 Furthermore, the weight-function model enhances the 

accuracy of effect size estimates by prioritizing studies with smaller standard errors while reducing the 

influence of studies with larger standard errors. This approach contributes to a more refined estimation of 

effect sizes, thereby bolstering the reliability and robustness of meta-analytical outcomes.44 

 

The weight-function model is subject to several drawbacks. Firstly, it may pose complexity due to the 

necessity of specifying a weight function that captures the relationship between standard error and the 

likelihood of publication. This intricacy adds to the challenge of its application.46 Furthermore, the method 

relies on assumptions regarding the distribution of effect sizes and the association between effect size and 

standard error, assumptions that may not consistently hold true in practical scenarios.47 Additionally, the 

computational complexity associated with the weight-function model necessitates specialized software or 

programming skills for implementation. Given these limitations, it is imperative to exercise caution when 

employing the weight-function model and to supplement it with other methodologies, such as visual 

inspection of funnel plots and additional statistical tests for publication bias, to ensure a comprehensive 

evaluation of the data. Moreover, its utilization should be approached judiciously, taking into account the 

potential limitations and reservations inherent in its application.46 

 

CONCLUSION 

Publication bias in meta-analysis poses a significant concern. Various methods are available for identifying 

publication bias in meta-analysis, including funnel plots, meta-plot, Fail-safe N, Egger's test, Begg and 

Mazumdar test, TES, and the p-uniform test. Concrete steps are essential to address this issue, encompassing 

methodologies such as the T&F method, PET-PEESE method, and the Weight-Function Model. This article 

may help to enhance understanding of publication bias and its mitigation strategies in meta-analysis, thus 

contributing to broader knowledge in this field. 
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