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 ABSTRACT 
Although meta-analysis is a powerful way to synthesize research findings from 

multiple studies, the problem of heterogeneity usually arises due to variation in 

study outcomes. Differences between studies regarding heterogeneity in results 

can arise from populations, interventions, outcome measures, and 

methodologies both within and between the studies. This article aims to provide 

an overview of the methods for identifying and dealing with heterogeneity in 

meta-analyses to ensure accurate and reliable conclusions. The article aims to 

describe the application of several statistical methods for detecting 

heterogeneity, namely the Q statistic and the I² statistic. The Q statistic is used 

to test whether observed variability in effect sizes exceeds chance expectations, 

while the I² statistic quantifies the proportion of variability due to heterogeneity. 

Other methods include the DerSimonian-Laird between-studies variance in 

random-effects models and the T and T² methods, which use both observed and 

expected information about effect size dispersion. Methods for dealing with 

heterogeneity are discussed, including choices between using fixed- versus 

random-effects models, and techniques for assessing and dealing with outliers 

using methods such as the Hedges technique. Additionally, the article explores 

methods to investigate sources of heterogeneity through subgroup analysis and 

meta-regression. Recognizing limitations such as residual heterogeneity, 

publication bias, and study quality is also important in making meta-analytical 

findings more robust. In conclusion, these methods enable researchers to more 

effectively address heterogeneity issues in meta-analyses, thereby providing 

more reliable and valid conclusions that contribute to evidence-based practice.  
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INTRODUCTION 

Meta-analysis has emerged as the foundation of evidence synthesis and has the role to aid in bringing 

together research results and interpreting them across different sectors. By combining results from various 

studies, meta-analysis aims to provide more precise estimates of effects and reveal patterns that might not 

be detected in individual studies.1 The landscape of meta-analysis has evolved dramatically since its 

inception, reflecting significant advancements in research synthesis methods and the increasing demand for 

evidence-based practices.2 Meta-analysis offers several benefits: it enhances statistical precision by pooling 

data from multiple sources, increases the power to detect effects that might not be apparent in smaller 

studies, and can help resolve controversies from conflicting findings in individual studies. Additionally, 

meta-analysis enables researchers to evaluate treatment effects associated with different variables by 

conducting subgroup analyses based on the data, and findings from multiple studies can help generate new 

hypotheses and research questions.3 However, meta-analysis is not without its limitations. Although it 

provides valuable insights, researchers must be aware of its flaws, including heterogeneity, study quality, 

publication bias, overgeneralization, and dependence on available data. Heterogeneity is the most 

formidable problem among these.4 

 



 
 

Deka in Medicine 2024; 1(2): e269 

 

Heterogeneity in meta-analysis 

 

2 

 

Heterogeneity refers to the variability in study outcomes, which can complicate the process of drawing 

unified conclusions from disparate studies.5 Gene Glass first introduced the principle of heterogeneity in 

meta-analysis in 1976 when he coined the term "meta-analysis."6 However, researchers like Julian Higgins 

and Simon Thompson further developed specific statistical methods and measures to quantify heterogeneity 

in subsequent years, particularly in the early 2000s. They provided frameworks for assessing and 

interpreting heterogeneity in meta-analyses, which have become foundational in the field.7 Several sources 

such as differences in study populations, variations in intervention implementations, discrepancies in 

outcome measurements, and diverse methodological approaches may impact to the heterogeneity in meta-

analysis.8 For instance, a meta-analysis on the effectiveness of a particular drug might include studies with 

different dosages, patient demographics, and outcome assessment tools. Such variability can obscure true 

effect sizes and lead to misleading conclusions if not properly addressed. To ensure the validity and 

reliability of meta-analytic findings, it is crucial for recognizing and managing heterogeneity.7 The presence 

of significant heterogeneity raises questions about the comparability of studies and the generalizability of 

the results. Thus, it is crucial to implement systematic methods for identifying, quantifying, and managing 

heterogeneity to maintain the integrity of the meta-analysis.9 This article aims to discuss the various methods 

available for identifying and managing heterogeneity in meta-analyses, such as the use of statistical 

techniques like the Q-test and I² statistic, which help detect and quantify heterogeneity. Furthermore, 

advanced approaches like subgroup analysis, meta-regression, and the use of random-effects models are 

discussed, which can be employed to address and account for heterogeneity. By navigating the complexities 

of heterogeneity, researchers can enhance the robustness and credibility of their meta-analytic conclusions, 

thereby making a more meaningful contribution to evidence-based practice. 

 

HOW TO IDENTIFY HETEROGENEITY 

The first step in addressing heterogeneity in meta-analysis is its identification. Several statistical tests and 

metrics are available for this purpose (Figure 1), each providing insights into the presence and extent of 

variability among study results. Accurately identifying heterogeneity is crucial for selecting appropriate 

methods to manage it, thereby ensuring the reliability of the meta-analytic conclusions. 

 

Q statistic 

The Q statistic, also known as Cochran's Q, is a key statistical test used in meta-analysis to evaluate the 

heterogeneity among the results of various studies.10 Introduced by William G. Cochran in 1954, this statistic 

was developed to measure the extent of variability across different studies included in a meta-analysis.11 The 

primary purpose of the Q statistic is to determine whether the observed differences in effect sizes are greater 

than what would be expected by random chance alone.10 To calculate the Q statistic, one sums the squared 

deviations of each individual study's effect size from the overall pooled effect size, with each deviation 

weighted by the inverse of the study’s variance. The resulting statistic follows a chi-squared distribution, 

where the degrees of freedom are equal to k-1, with k representing the number of studies included in the 

meta-analysis.12 This method allows researchers to quantify the degree of heterogeneity and assess whether 

the variability among study results is substantial enough to require further investigation or adjustment.10 

 

The interpretation of the Q statistic involves examining both the Q value and its associated p-value. Both 

metrics are influenced by the number of studies included in the meta-analysis. A significant Q statistic, 

typically characterized by a p-value less than 0.10 due to the conservative nature of the test, indicates the 

presence of heterogeneity among the study results. This suggests that the variability in effect sizes across the 

studies is greater than what would be expected by random chance alone.13 Alternatively, the Q statistic can 

be directly assessed: a low Q value signifies that the studies are relatively homogeneous, meaning their 

results are consistent and can be effectively combined. Conversely, a high Q value indicates substantial 

heterogeneity, suggesting that the observed differences among the study results exceed what would be 

expected due to sampling variability alone. This detailed interpretation helps researchers determine whether 

the variability in study outcomes is significant and if it warrants further investigation or adjustment in the 

meta-analysis.14 

 

However, the Q test has its limitations. It has low power to detect heterogeneity when the number of studies 

is small and can be overly sensitive when the number of studies is large. This means that in large meta-



 
 

Deka in Medicine 2024; 1(2): e269 

 

Heterogeneity in meta-analysis 

 

3 

 

analyses, even trivial amounts of heterogeneity may be flagged as significant, while substantial 

heterogeneity might go unnoticed in smaller analyses.15 Additionally, the Q statistic does not provide 

information on the extent of heterogeneity; it simply indicates whether heterogeneity is present. To address 

this limitation, researchers often use the I² index, which quantifies the percentage of total variation across 

studies attributable to heterogeneity rather than chance. The I² index complements the Q statistic by offering 

a clearer picture of the extent of variability due to heterogeneity.9 

 

 

Figure 1. A summary of how to identify and manage heterogeneity in meta-analyses. 

 

I² statistic 

The I² statistic in meta-analysis is used to quantify the degree of heterogeneity among the results of different 

studies.16 Introduced by Higgins and Thompson in 2002, this statistic was developed to provide a more 

interpretable measure of heterogeneity, complementing Cochran's Q statistic.7 The I² statistic offers a more 

intuitive understanding of heterogeneity by representing the proportion of total variability in effect sizes 

attributable to heterogeneity rather than random chance.9 Unlike the Q statistic, which is influenced by the 

number of studies included in the meta-analysis, the I² statistic remains unaffected by sample size, making 

it a more robust measure.12 The I² statistic has several advantages, including its clear interpretability, 

comparability across different studies, guidance for modeling, complementarity with the Q statistic, and its 

ability to provide insights into the sources of heterogeneity.14  

 

The interpretation of the I² statistic in meta-analysis is based on its value, which reflects the degree of 

heterogeneity among the study results. An I² value of 0% indicates no observed heterogeneity, while higher 

values signify increasing levels of heterogeneity. For example, an I² value exceeding 50% is generally 

regarded as indicating substantial heterogeneity.17 While the interpretation of I² values can be somewhat 

subjective, there are commonly accepted guidelines: an I² value between 0-25% suggests low heterogeneity, 
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25-50% indicates moderate heterogeneity, 50-75% represents substantial heterogeneity, and 75-100% 

signifies considerable heterogeneity.18 These guidelines help researchers assess the extent of variability 

among study results and determine the need for further investigation or adjustment. 

 

The I² statistic has several limitations. First, it can be sensitive to the characteristics of the included studies, 

such as sample size and effect size. Variations in these factors can influence the I² value, potentially leading 

to misleading interpretations of heterogeneity.16 Second, while I² quantifies the extent of heterogeneity, it 

does not provide information about the direction or nature of this heterogeneity. Consequently, researchers 

cannot determine whether the observed differences in study results are due to systematic biases or true 

variations in effects.9 Third, the I² statistic can be affected by the number of studies included in the meta-

analysis; in smaller meta-analyses, even minor differences in study results can lead to a high I² value that 

may not accurately reflect the true level of heterogeneity.16 Fourth, researchers may misinterpret I² values, 

especially if they do not consider the context of the studies involved. For example, a high I² value might be 

viewed as problematic without understanding the underlying reasons for heterogeneity, such as differences 

in populations or interventions.17 Finally, the I² statistic may not be suitable for all types of meta-analyses, 

particularly those involving studies with very different designs or outcomes. In such cases, the I² value might 

not provide meaningful insights into heterogeneity, limiting its usefulness for guiding analytical decisions.16 

 

DerSimonian-Laird method 

The DerSimonian-Laird method is a foundational technique in meta-analysis that provides a framework for 

synthesizing study results while accounting for variability among studies.19 Introduced by Nan Laird and 

William DerSimonian in 1986, this method is employed in random-effects meta-analyses to address 

heterogeneity.20 Unlike fixed-effects models, which assume that all studies estimate the same underlying 

effect, random-effects models acknowledge the existence of variability both within and between studies. The 

DerSimonian-Laird method estimates the between-study variance (tau2) using the Q statistic and adjusts the 

weights of the studies to account for this additional variability. This adjustment yields more conservative 

and reliable estimates of the overall effect size, as well as more accurate confidence intervals and p-values, 

by incorporating the variability due to heterogeneity.21 Interpreting the DerSimonian-Laird method involves 

understanding its role in synthesizing varying effect sizes, estimating between-study variance, calculating 

weighted averages, providing confidence intervals, assessing statistical significance, and recognizing its 

limitations.22  

 

The DerSimonian-Laird method offers several advantages. First, it is straightforward to implement, 

requiring only basic data summaries, such as effect sizes and variances, from each study. This simplicity 

makes it accessible to researchers without extensive statistical training, enabling them to conduct meta-

analyses efficiently.23 Second, unlike some more complex methods that involve iterative calculations, the 

DerSimonian-Laird method is non-iterative. This characteristic reduces computational burden and time, 

making it a practical choice for many researchers.22 Third, the method is particularly effective in estimating 

overall treatment effects, especially when the sample sizes of the studies are large, providing reliable 

estimates that can inform clinical and policy decisions.23 Finally, the DerSimonian-Laird method explicitly 

accounts for heterogeneity among studies by incorporating both within-study and between-study variances. 

This capability to model variability allows researchers to draw more accurate conclusions about the effects 

being studied.24 

 

The DerSimonian-Laird method has several limitations. First, it can be inefficient when estimating between-

study variance, particularly when the number of studies is small or when there is significant variability in 

study sizes. This inefficiency can lead to unreliable estimates of heterogeneity and may increase the risk of 

false positives in the conclusions drawn from the meta-analysis.24 Second, a theoretical drawback of the 

DerSimonian-Laird method is that it often produces confidence intervals that are slightly too narrow. This 

is because the method does not fully account for the uncertainty associated with estimating heterogeneity, 

which can lead to misleading conclusions about the significance of the overall effect.22 Third, the method’s 

results can be sensitive to the characteristics of the included studies, such as sample sizes and effect sizes. 

Variability in these factors can affect the accuracy of the pooled effect size and the estimated heterogeneity, 

making the method less robust in certain contexts.9 Fourth, although the DerSimonian-Laird method is 
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designed for random-effects models, it assumes that true effects are normally distributed around the average 

effect. If this assumption does not hold, the results may be biased or inaccurate, compromising the validity 

of the meta-analysis.24 Finally, in cases where studies are highly heterogeneous, the DerSimonian-Laird 

method may not adequately address the underlying differences among studies. Alternative methods that 

better account for extreme heterogeneity may be more appropriate, as they can provide more reliable 

estimates of the overall effect size and its associated uncertainty.25 

 

T and T² methods 

The T and T² methods in meta-analysis are statistical approaches used to estimate treatment effects and the 

variability among studies.26 These methods are discussed within the context of random-effects models and 

build on the foundational work of William DerSimonian and Nan Laird.23 The T and T² methods provide 

alternative ways to quantify heterogeneity in meta-analyses. Specifically, the T method estimates the 

standard deviation (T) of the distribution of true effect sizes, reflecting the spread or dispersion of effect sizes 

around the overall mean.9 A larger T value indicates greater heterogeneity. In contrast, the T² method 

calculates the variance (T²) of the effect sizes, offering an estimate of how much true effect sizes differ from 

each other. As T² is the square of T, larger T² values also signify greater heterogeneity.27 Both methods are 

valuable for providing a detailed understanding of effect size distribution, complementing the insights 

provided by the Q and I² statistics. They are especially useful under the assumption of normally distributed 

effect sizes, allowing for more nuanced interpretations of variability among studies.12 

 

The T and T² methods offer several advantages in meta-analysis. First, the T method provides a systematic 

approach to estimating the overall treatment effect across multiple studies. By pooling data, it enables 

researchers to obtain a more reliable estimate of the effect size than any single study, leading to more 

conclusive findings.27 Second, the T² method specifically quantifies the between-study variance, offering 

insights into the degree of heterogeneity among the studies included in the meta-analysis. This information 

is crucial for understanding how much of the variability in effect sizes is due to true differences in study 

populations or interventions, rather than random error.9 Third, the T and T² methods support the use of 

random-effects models, which are particularly useful when studies are heterogeneous. This flexibility allows 

researchers to select the most appropriate model based on the characteristics of the studies, thereby 

enhancing the validity of the conclusions drawn from the meta-analysis.28 Finally, by integrating results from 

multiple studies, the T method increases the statistical power to detect significant effects. This is particularly 

beneficial in fields where individual studies may have small sample sizes, as the combined data can reveal 

effects that might otherwise go unnoticed.9 

 

Despite their advantages, the T and T² methods also have several limitations. First, these methods can be 

sensitive to the characteristics of the included studies, such as sample sizes and effect sizes. Variability in 

these factors can impact the accuracy of the pooled effect size and the estimated heterogeneity, potentially 

leading to misleading conclusions.27 Second, both methods generally assume that true effects are normally 

distributed. If this assumption does not hold, the results may be biased or inaccurate, particularly when the 

studies included in the meta-analysis have very different designs or populations.29 Third, the T² method, 

which estimates between-study variance, can be inefficient when the number of studies is small. This 

inefficiency may result in unreliable estimates of heterogeneity, making it challenging to draw meaningful 

conclusions from the analysis.19 Fourth, the T method aggregates results from different studies, which can 

lead to oversimplification. When studies vary significantly in methodology, population, or intervention, 

aggregating these results may obscure important differences and nuances, potentially leading to erroneous 

interpretations.29 Finally, in cases where studies exhibit high heterogeneity, the T and T² methods may not 

adequately address the underlying differences among studies. Alternative methods that better account for 

extreme heterogeneity might be more suitable, as they can provide more reliable estimates of the overall 

effect size and its associated uncertainty.9 

 

HOW TO MANAGE HETEROGENEITY 

Effective management of heterogeneity is crucial for ensuring the robustness and validity of meta-analytic 

findings. This section discusses various methods for managing heterogeneity, including selecting the 
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appropriate model, assessing and handling outliers, exploring sources of heterogeneity, and acknowledging 

the limitations (Figure 1). 

 

Choosing the appropriate model: random-effects vs. fixed-effects models 

One of the first steps in managing heterogeneity in meta-analysis is choosing the appropriate model: the 

fixed-effects model or the random-effects model.28 The fixed-effects model assumes that all studies estimate 

the same underlying effect size.21 Introduced by Cochran in 1954, this model established foundational 

principles for combining results from various studies under the assumption of a single true effect size.11 It is 

particularly suitable when there is minimal to no heterogeneity among study results. The fixed-effects model 

gives greater weight to larger studies, providing a precise estimate of the common effect size.21 However, its 

effectiveness diminishes in the presence of significant heterogeneity, as it does not account for variability 

between studies. Using a fixed-effects model under such conditions can lead to biased estimates and 

misleading conclusions, emphasizing the importance of careful model selection.28 

 

The random-effects model, in contrast, assumes that effect sizes vary between studies rather than being 

identical.28 Introduced by DerSimonian and Laird in 1986, this model accounts for both within-study and 

between-study variability, making it more suitable for meta-analyses with significant heterogeneity.20 By 

incorporating this variability, the random-effects model provides a more conservative estimate of the overall 

effect size, as evidenced by wider confidence intervals that reflect the additional uncertainty.30 The 

DerSimonian-Laird method is commonly used to estimate the between-study variance (τ²) in random-effects 

models, adjusting the weights of the studies accordingly. This approach ensures that variability among 

studies is appropriately addressed, leading to more reliable and accurate meta-analytic conclusions.20 

 

Assessing and handling outliers: hedges method 

Outliers can significantly impact the results of a meta-analysis, especially in the presence of heterogeneity. 

Identifying and managing outliers is crucial for ensuring the validity and accuracy of the findings.31 Outliers 

can be detected through visual inspection of forest plots or by using statistical tests. Forest plots, which 

display the effect sizes and confidence intervals of individual studies, are particularly useful for visually 

identifying studies that deviate markedly from the overall effect. This visual inspection aids in pinpointing 

studies that may disproportionately influence the meta-analysis results, enabling researchers to address 

these anomalies and enhance the robustness of their conclusions.32 

 

The Hedges method is a statistical approach for detecting and managing outliers in meta-analyses.33 

Introduced by Larry V. Hedges in the early 1980s, this method calculates the standardized residuals for each 

study and identifies those with residuals exceeding a specified threshold, such as 1.96 for a 95% confidence 

level.34 Studies flagged as outliers can then be further examined to determine whether they should be 

excluded or down-weighted in the analysis. By removing or adjusting outliers, researchers can reduce the 

influence of anomalous data points, thereby enhancing the accuracy and reliability of the meta-analytic 

results.35 It is also essential to document and justify any decisions to exclude or adjust studies to ensure 

transparency and uphold the integrity of the research process.36 

 

Exploring sources of heterogeneity: subgroup analysis and meta-regression 

Understanding the sources of heterogeneity provides valuable insights into the variability among study 

results and helps refine meta-analytic conclusions.37 Subgroup analysis is a technique used to explore these 

sources by dividing studies into meaningful subgroups based on specific characteristics, such as population 

demographics, intervention types, or study quality.38 By conducting separate meta-analyses for each 

subgroup, researchers can identify whether certain characteristics are associated with different effect sizes. 

This method can reveal patterns that might not be apparent in the overall analysis, allowing researchers to 

tailor their conclusions to specific contexts and populations.37 Analyzing these subgroup differences helps 

researchers gain a deeper understanding of the underlying causes of heterogeneity, leading to more nuanced 

and applicable insights.9 

 

Meta-regression builds on the methodology of subgroup analysis by enabling the simultaneous inclusion of 

multiple covariates, thus providing a more detailed understanding of the factors that contribute to 
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heterogeneity in meta-analytic studies.39 First introduced by Gene V. Glass in the 1970s, this technique 

represents a significant advancement in meta-analytic methods.40 Meta-regression models investigate the 

relationship between various study characteristics—such as sample size, duration of follow-up, 

methodological quality, and other relevant covariates—and the effect sizes reported in the studies.41 This 

approach elucidates which specific factors are associated with variability in effect sizes across different 

studies. The method is particularly effective in uncovering complex interactions between study 

characteristics and effect sizes that might not be detected through simpler subgroup analyses.27 For instance, 

meta-regression can reveal how variations in study design or participant demographics may influence 

observed effect sizes, thereby providing a more comprehensive understanding of heterogeneity. However, 

the reliability of meta-regression is contingent upon the availability of a sufficient number of studies to 

ensure robust estimates. Therefore, while meta-regression offers valuable insights, its results must be 

interpreted with caution to avoid overfitting and ensure that the conclusions drawn are both accurate and 

applicable.42 

 

Acknowledging limitations 

No meta-analysis is without limitations, and recognizing these limitations is crucial for maintaining research 

integrity.37 Common limitations include heterogeneity, publication bias, study quality, and generalizability.3 

Despite efforts to manage heterogeneity, some degree of variability may persist, and it is essential to address 

the potential impact of this residual heterogeneity on the findings.9 Publication bias—where studies with 

positive results are more frequently published than those with negative or null results—can skew the meta-

analysis.43 Techniques such as funnel plots and Egger's test should be employed to assess and mitigate 

publication bias.44 The quality of the included studies also influences the reliability of the meta-analytic 

conclusions; conducting sensitivity analyses and excluding low-quality studies can help address this issue.45 

Additionally, the findings of a meta-analysis may not be generalizable to all populations and settings. 

Researchers must consider the characteristics of the included studies and discuss the applicability of the 

results.46 By acknowledging these limitations, researchers can provide a more balanced interpretation of their 

findings and offer informed recommendations for future research. 

 

CONCLUSION 

In conclusion, heterogeneity in meta-analysis can significantly impact results and must be carefully 

managed. Key methods for detecting heterogeneity include the Q statistic, I² statistic, DerSimonian-Laird 

method, and T and T² methods. To address heterogeneity, researchers can choose between fixed-effects and 

random-effects models, handle outliers using the Hedges method, and explore sources of variability through 

subgroup analysis and meta-regression. Acknowledging and addressing the limitations of these methods is 

also crucial for ensuring accurate and reliable meta-analytic conclusions. 
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